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Abstract

Let the k-uniform hypergraph Fank consist of k edges that pairwise inter-

sect exactly in one vertex x, plus one more edge intersecting each of these edges

in a vertex different from x. Mubayi and Pikhurko [A new generalization of

Mantel’s theorem to k-graphs, J. Combin. Theory B 97(2007), 669–678] de-

termined the exact Turán number ex(n,Fank) of Fank for sufficiently large n,

which provides a generalization of Mantel’s theorem. In this paper, we give a

sparse version of Mubayi and Pikhurko’s result. For a fixed integer k (k ≥ 3),

let Gk(n, p) be a probability space consisting of k-uniform hypergraphs with n

vertices, in which each element of
([n]
k

)
occurring independently as an edge with

probability p. We show that there exists a positive constant K such that with

high probability the following is true. If p > K/n, then every maximum Fank-

free subhypergraph of Gk(n, p) is k-partite for k ≥ 4; and if p > K(log n)γ/n,

where γ > 0 is an absolute constant, then every maximum Fan3-free subhy-

pergraph of G3(n, p) is tripartite. Our result is an exact version of a random

analogue of the stability result of Fank-free k-graphs, which can be obtained by

∗Corresponding author.
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using the transference theorem given by Samotij [Stability results for random

discrete structures, Random Struct. Algor. 44(2014), 269–289].

Keywords: Mantel’s theorem; random hypergraphs; Turán number.

1 Introduction

Mantel’s theorem [19] is known as a cornerstone result in extremal combinatorics,

which shows that every triangle-free graph on n vertices has at most bn2/4c edges

and the unique triangle-free graph that achieves this bound is the asymptotically

balanced complete bipartite graph. In other words, every maximum (with respect

to the number of edges) triangle-free subgraph of the n-vertex complete graph K2
n is

bipartite.

There are several possible generalizations of this problem to k-uniform hyper-

graphs (k-graphs for short). One was suggested by Katona [16] and Bollobás [2], and

further studied by Frankl and Füredi [11, 12], De Caen [8], Sidorenko [27], Shearer

[26], Keevash and Mubayi [18], Pikhurko [23] and Goldwasser [13], etc.. Another

extension, the so-called expanded triangle, was studied by Frankl [10], Keevash and

Sudakov [17] etc.. In this paper, we study another generalization of triangles intro-

duced by Mubayi and Pikhurko [20].

Let Fank be the k-graph consisting of k + 1 edges e1, . . . , ek, e, with ei ∩ ej = {x}
for all i 6= j , where x /∈ e, and |ei ∩ e| = 1 for all i. In other words, k edges share

a single common vertex x and the last edge intersects each of the other edges in a

single vertex different from x. Call the vertex x the center of Fank. Observe that

Fan2 is simply a triangle, and in this sense Fank generalizes the definition of K2
3 .

Given a k-uniform (k ≥ 2) hypergraph H, the Turán number of H, denoted by

ex(n,H), is the maximum number of edges in a k-uniform hypergraph on n vertices

which does not contain any copy of H. Unlike the graph case, if k ≥ 3, then even

the asymptotic behavior of the function ex(n,H) is not known apart from some very

specific hypergraphs H. Still, for an arbitrary H, it makes sense to define the Turán

density of H, denoted π(H), by

π(H) = lim
n→∞

ex(n,H)(
n
k

) .

We call a k-uniform hypergraph H is k-partite if its vertex set can be partitioned

into k classes, such that every edge intersects every partition class in precisely one

vertex. Let Turán hypergraph T kk (n) be the complete n-vertex k-uniform k-partite
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hypergraph whose partite sets are as equally-sized as possible. Let tkk(n) denote the

number of edges of T kk (n). In particular, Mantel’s theorem states that ex(n,Fan2) =

t22(n) for all positive n and the maximum triangle-free graph on n vertices is T 2
2 (n).

Mubayi and Pikhurko [20] generalized this to k > 2, for large n.

Theorem 1.1 [20] Let k ≥ 3. Then, for all sufficiently large n, the maximum num-

ber of edges in an n-vertex k-graph containing no copy of Fank is tkk(n) =
k∏
i=1

⌊
n+i−1
k

⌋
.

The only k-graph for which equality holds is T kk (n).

Their key approach is to consider the stability of Fank. Two k-graphs F and G

of the same order are called m-close if we can add or remove at most m edges from

the first graph and make it isomorphic to the second. They proved that

Theorem 1.2 [20] For any k ≥ 2 and δ > 0 there exist ε > 0 and N such that the

following holds for all n > N : if G is an n-vertex Fank-free k-graph with at least

tkk(n)− εnk edges, then G is δnk-close to T kk (n).

Nowadays, transferring extremal combinatorial results from the deterministic to

the probabilistic setting arouses the interest of researchers. Besides all the gener-

alizations of Mantel’s theorem, there are some sparse versions of Mantel’s theorem

as well. Let G(n, p) be the Erdős-Rényi random graph model consisting of graphs

with n vertices, in which the edges are chosen independently with probability p. An

event occurs with high probability (w.h.p.) if the probability of that event approaches

1 as n tends to infinity. DeMarco and Kahn [9] proved that if p > K
√

log n/n for

some constant K, then every maximum triangle-free subgraph of G(n, p) is w.h.p.

bipartite, and this bound is best possible up to a constant multiple. Problems of this

type were first considered by Babai, Simonovits and Spencer [3]. Then Brightwell,

Panagiotou, and Steger [5] proved the existence of a constant c, depending only on

`, such that whenever p ≥ n−c, w.h.p. every maximum K2
` -free subgraph of G(n, p)

is (`− 1)-partite.

For n ∈ Z and p ∈ (0, 1), letGk(n, p) be a probability space consisting of k-uniform

hypergraphs with n vertices, in which each element of
(

[n]
k

)
occurs independently as

an edge with probability p. Note that in particular, G2(n, p) = G(n, p), the usual

graph case.

Balogh et al. [4] studied this type of problem in random 3-uniform hypergraphs

to extend Mantel’s theorem, which can be treated as a sparse version of Frankl

and Füredi’s result given in [12]. In [15], the similar problem in random 4-uniform

hypergraphs are studied.
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In this paper, we study an extremal problem concerning Fank in random k-uniform

hypergraphs, and obtain the following theorem.

Theorem 1.3 For k ≥ 3, there exists a positive constant K such that w.h.p. the

following is true. If p > K/n, then every maximum Fank-free subhypergraph of

Gk(n, p) is k-partite for k ≥ 4; and if p > K(log n)γ/n, where γ > 0 is an absolute

constant, then every maximum Fan3-free subhypergraph of G3(n, p) is tripartite.

In fact, we can prove that if p = 1
n3/2 logn

, then w.h.p. there is a maximum Fan3-

free subhypergraph of G3(n, p) that is not tripartite. To see this, let T be a 3-graph

on vertex set [5], with three edges {1, 2, 3}, {3, 4, 5} and {1, 2, 4}. Note that T is

not tripartite. If p = 1
n3/2 logn

, then using the second moment method, we can prove

w.h.p. there are n1/3 vertex disjoint copies of T in G3(n, p). Then applying Janson’s

inequality, we can prove that one from them satisfies that its edges are not in any

copy of Fan3. Hence a maximum Fan3-free subhypergraph of G3(n, p) will contain

this T , so it is not tripartite. The computation is tedious, so we omit the details. We

can see there is still a gap between the probabilities above and the one in Theorem

1.3. Following a similar strategy, one may also obtain the corresponding probabilities

when w.h.p. there is a maximum Fank-free subhypergraph of Gk(n, p) that is not

k-partite for k ≥ 4. To be more precise, for some appropriate p′, one may expect

to find some k-graph T k which is not k-partite, such that w.h.p. in Gk(n, p′), there

exists a maximum Fank-free subhypergraph containing T k. However, finding such T k

is not easy for k ≥ 4.

To prove Theorem 1.3, we need to transfer Theorem 1.2 to the probability setting,

to derive the asymptotic stability of Fank. Such asymptotic stability result of Fank

can be conclude from a celebrated transference theorem established by Samotij [24],

which builds on the work of Schacht [25], and also a weaker version proved by Conlon

and Gowers [7].

Let H be a k-uniform hypergraph with at least k + 1 vertices. The k-density of

H, denoted by mk(H), is defined as follows,

mk(H) = max

{
e(L)− 1

v(L)− k
: L ⊆ H with v(L) ≥ k + 1

}
.

Applying Samotij’s transference theorem (Theorem 3.4 in [24]) to Fank, one can

obtain the following result concerning the stability of Fank in random k-uniform

hypergraphs.

Theorem 1.4 For every δ > 0 and k ≥ 3, there exist positive constants K and ε

such that if pn ≥ Kn−1/mk(Fank), then w.h.p. the following holds. Every Fank-free
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subhypergraph of Gk(n, pn) with at least (π(Fank)− ε)
(
n
k

)
pn edges admits a partition

(V1, V2, . . . , Vk) of [n] such that all but at most δnkpn edges have one vertex in each

Vi.

The derivation of Theorem 1.4 is similar to that of Theorems 1.5 and 1.8 in [24], we

include the proof of Theorem 1.4 in the appendix.

As we can see, Theorem 1.4 implies that the largest Fank-free subhypergraph

of Gk(n, pn) is almost k-partite, thus our result Theorem 1.3 is an exact version of

Theorem 1.4 to this point.

The rest of the paper is organized as follows. In Section 2, we introduce some

more notation and preliminaries. We present the proof of Theorem 1.3 in Section 3,

and we provide the proof of Theorem 1.4 in Appendix. To simplify the formulas, we

shall omit floor and ceiling signs when they are not crucial. In this paper, we will

always assume that n is the variable that tends to infinity. Undefined notation and

terminology can be found in [6].

2 Preliminaries

Let G ∼ Gk(n, p). The size of a hypergraph H, denoted by |H|, is the number

of edges it contains. We simply write x = (1 ± ε)y when (1 − ε)y ≤ x ≤ (1 + ε)y.

Given an n-vertex k-graph H and a partition Π = (A1, A2, · · · , Ak) of the vertex set

V (H) of H, we say that an edge e of H is crossing if e ∩ Ai is non-empty for every

i. We use H[Π] to denote the set of crossing edges of H. A vertex set partition

Π = (A1, A2, · · · , Ak) is asymptotically balanced if |Ai| = (1± 10−10)n/k for all i.

The link hypergraph L(x) of a vertex x in G is the (k − 1)-graph with vertex

set V (G) and edge set {x1x2 . . . xk−1 : xx1x2 . . . xk−1 is an edge of G}. The cross-

ing link hypergraph LΠ(x) of a vertex x is the subhypergraph of L(x) whose edge

set is {x1x2 . . . xk−1 : xx1x2 . . . xk−1 is a crossing edge of G}. The degree d(x) of x

is the size of L(x), while the crossing degree dΠ(x) of x is the size of LΠ(x). Giv-

en two vertices x and y, their co-neighborhood N(x, y) is the set {x1x2 . . . xk−2 :

xyx1x2 . . . xk−2 is an edge of G}; the co-degree of x and y is the number of elements

in their co-neighborhood.

We denote by qk(G) the size of a largest k-partite subhypergraph of G. We say

a vertex partition Π with k classes, which we will call a k-partition, is maximum if

|G[Π]| = qk(G). Let F be a maximum Fank-free subhypergraph of G. Since Fank is

not k-partite, we have qk(G) ≤ |F |. Thus, to prove Theorem 1.3, we will show that

w.h.p. |F | ≤ qk(G). Further, we will prove that w.h.p. F is k-partite.
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We will use the following Chernoff-type bound in our proofs.

Lemma 2.1 [1] Let Y be the sum of mutually independent indicator random vari-

ables, and let µ = E[Y ], the expectation of Y . For all ε > 0,

Pr[|Y − µ| > εµ] < 2e−cεµ,

where cε = min{− ln(eε(1 + ε)−(1+ε)), ε2/2}.

In the sequel, we use cε to denote the constant in Lemma 2.1.

Note that the number of vertices of Fank is k(k− 1) + 1, and the number of edges

of Fank is k + 1, moreover, let

h(t) =

{
k(k − 1) + 1− t(k − 2) if 0 ≤ t ≤ 2,

min{k(k − 1) + 1− (t− 1)(k − 1), k(k − 1) + 1− t(k − 2)} if 3 ≤ t < k.

For a subhypergraph L of Fank with k+1− t edges, 0 ≤ t < k, the number of vertices

of L is at least h(t). Thus, we have

mk(Fank) ≤ k + 1− t− 1

h(t)− k
≤ max{ 1

k − 1
,

k − t
(k − t)(k − 2) + 1

} < 1.

Let

p0 =

{
(log n)γ/n if k = 3,

1/n if k ≥ 4,

where γ > 0 is an absolute constant. We have p0 ≥ 1/n� n−1/mk(Fank).

Some propositions for Gk(n, p) will be stated below. The following two proposi-

tions are obtained by standard argument, so we skip the proofs.

Proposition 2.1 For any 0 < ε < 1, there exists a constant K such that if p > K/n,

then w.h.p. for any vertex v of G, its degree d(v) is (1± ε) 1
(k−1)!

nk−1p.

Proposition 2.2 For any 0 < ε < 1, there exists a constant K such that if p > K/n,

then w.h.p. for any k-partition Π = (A1, A2, . . . , Ak) with |A2|, . . . , |Ak| ≥ n
kk

, and any

vertex v ∈ A1 we have dΠ(v) = (1± ε)p|A2||A3| . . . |Ak|.

From Theorem 1.1, it is easy to get that π(Fank) = k!
kk

. With Propositions 2.1,

2.2 and Theorem 1.4, we obtain the following proposition.
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Proposition 2.3 For any 0 < ε < 1, there exists a constant K such that if p > K/n,

then w.h.p. the following holds: if F is a maximum Fank-free subhypergraph of G and

Π is a k-partition maximizing |F [Π]|, then |F | ≥
(
π(Fank)− ε

) (
n
k

)
p =

(
k!
kk
− ε
) (

n
k

)
p,

and Π is an asymptotically balanced partition.

Proof. It suffices to prove the statement when ε is small. For a partition Π =

(A1, A2, . . . , Ak), it is clear that |F | ≥ qk(G) ≥ |G[Π]|. And Proposition 2.2 implies

that w.h.p. |G[Π]| = (1 ± ε)p|A1||A2| . . . |Ak| if |A2|, |A3|, . . . , |Ak| ≥ n
kk

. Consider

a partition Γ = (A′1, A
′
2, . . . , A

′
k) satisfying |A′1| = |A′2| = . . . = |A′k| = n

k
, then we

have |F | ≥ |G[Γ]| ≥
(
k!
kk
− ε
) (

n
k

)
p. Also, by applying Theorem 1.4 with δ = ε

2(k!)
, we

obtain that if Π maximizes |F [Π]|, then we have

|G[Π]| ≥ |F [Π]| ≥
(
k!

kk
− ε
)(

n

k

)
p− δnkp ≥

(
k!

kk
− 2ε

)(
n

k

)
p. (1)

Now we prove that Π is an asymptotically balanced partition. Suppose on the

contrary, Π is not asymptotically balanced.

(i) If Π is not an asymptotically balanced partition and |A1|, |A2|, . . . , |Ak| ≥ n
kk

, then

we claim that w.h.p. |G[Π]| ≤ (1 + ε)p|A1||A2| . . . |Ak| <
(
k!
kk
− 2ε

)(
n
k

)
p. Indeed, let

|Ai| = ain+o(n) for i = 1, . . . , k, we have
∑k

i=1 ai = 1 since
∑k

i=1 |Ai| = n. Applying

the arithmetic-geometric mean inequality, we have Πk
i=1ai ≤

(∑k
i=1 ai
k

)k
, the equality

holds if and only if a1 = . . . = ak. Note that Π is not asymptotically balanced implies

that there exists some j such that aj > (1+10−10)/k or aj < (1−10−10)/k. Therefore

there exist i 6= i′ such that ai 6= ai′ . Consequently, for sufficiently small ε,

Πk
i=1ai <

(∑k
i=1 ai
k

)k

− 2ε =
1

kk
− 2ε. (2)

Realize that |A1| . . . |Ak| = Πk
i=1ain

k+o(nk), combining with (2), we have |A1| . . . |Ak| <(
1
kk
− 2ε

)
nk + o(nk). Hence,

|G[Π]| ≤ (1+ε)p|A1||A2| . . . |Ak| < (1 + ε)

(
1

kk
− 2ε

)
pnk + o(pnk) <

(
k!

kk
− 2ε

)(
n

k

)
p,

which contradicts (1).

(ii) If Π is not asymptotically balanced and one of |A1|, |A2|, . . . , |Ak| is less than n
kk

,

then Proposition 2.1 implies that

|G[Π]| < (1 + ε)
n

kk
1

(k − 1)!
pnk−1. (3)
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For small enough ε, (
1 +

6kk

k!

)
ε < 1. (4)

Since (k − 1)! ≥ 2 for k ≥ 3, we have

1 + ε

kk(k − 1)!
≤ 1 + ε

2kk
. (5)

Note that(
1 +

6kk

k!

)
ε− 1 = ε+ 1−

(
2− 6kk

k!
ε

)
= 2kk

(
1 + ε

2kk
−
(

1

kk
− 3

k!
ε

))
,

and so we have
1 + ε

2kk
<

(
1

kk
− 3

k!
ε

)
(6)

by (4). Hence, combining (3), (5) and (6), we obtain that |G[Π]| <
(
k!
kk
− 3ε

)
nk

k!
<(

k!
kk
− 2ε

) (
n
k

)
p, which contradicts (1). Therefore, if Π maximizes |F [Π]|, then Π is

asymptotically balanced. �

3 Proof of Theorem 1.3

Let F be a Fank-free subhypergraph of G. We want to show that |F | ≤ qk(G).

We now state a key lemma. The lemma proves |F | ≤ qk(G) with some additional

conditions on F .

Lemma 3.1 Let F be a Fank-free subhypergraph of G and Π = (A1, A2, . . . , Ak)

be an asymptotically balanced partition maximizing |F [Π]|. For 1 ≤ i ≤ k, let

Bi = {e ∈ F : |e ∩ Ai| ≥ 2}. There exist positive constants K and δ such that if

p > K/n for k ≥ 4; and p > K(log n)γ/n for k = 3, where γ > 0 is an absolute

constant, and the following conditions hold:

(i) |
k⋃
i=1

Bi| ≤ δpnk,

(ii) B1 6= ∅,

then w.h.p. |F [Π]|+ k|B1| < |G[Π]|.

Remark. Note that by relabeling if necessary, Condition (ii) is satisfied provided that

there exists some j such that Bj 6= ∅. We point out that if Condition (ii) does not
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hold, i.e., |B1| = 0, then clearly |F [Π]| + k|B1| ≤ |G[Π]|. Lemma 3.1 states that

|F [Π]|+ k|B1| ≤ |G[Π]|, while Condition (ii) implies the strict inequality.

The proof of Lemma 3.1 is presented in the next subsection. Now we use Lemma

3.1 to prove Theorem 1.3.

Let F̃ be a maximum Fank-free subhypergraph of G, so

|F̃ | ≥ qk(G). (7)

To prove Theorem 1.3, we will show that w.h.p. |F̃ | ≤ qk(G) and F̃ is k-partite.

Let Π = (A1, A2, . . . , Ak) be a k-partition maximizing |F̃ [Π]|. From Proposition 2.3,

we get that Π is asymptotically balanced for sufficiently large K. For 1 ≤ i ≤ k,

let B̃i = {e ∈ F̃ , |e ∩ Ai| ≥ 2}. Without loss of generality, we may assume |B̃1| ≥
|B̃2|, . . . , |B̃k|. Then we have

k∑
i=1

|B̃i| ≤ k|B̃1|.

Consequently,

|F̃ | ≤ |F̃ [Π]|+
k∑
i=1

|B̃i| ≤ |F̃ [Π]|+ k|B̃1|. (8)

Combine with (7), we have

qk(G) ≤ |F̃ | ≤ |F̃ [Π]|+ k|B̃1| ≤ |G[Π]| ≤ qk(G),

where the penultimate inequality follows from Lemma 3.1 and its remark, hence,

|F̃ | = qk(G). So the equalities hold throughout the inequalities. If B̃1 6= ∅, then by

Lemma 3.1, |F̃ [Π]| + k|B̃1| < |G[Π]|, a contradiction. So B̃1 is an empty set. Since

we assume that |B̃1| ≥ |B̃2|, . . . , |B̃k|, we have that |B̃1| = |B̃2| = . . . = |B̃k| = 0,

which implies that F̃ is k-partite.

The proof is thus complete.

3.1 Proof of Lemma 3.1

Let

c =

{
1

162(k−1)kk−1 if k ≥ 4,

min{ 1
2×482

, (ln 4− 1)γ} if k = 3.

And let c′ = 1
16k2(k−1)

c, K = 32(k+1)4

c
, δ = (c′)k

4k
, and c1 = 2k2δ

c
.

Call the edges in G[Π] \F missing. To prove Lemma 3.1, it suffices to prove that

the number of missing edges is larger than k|B1|. So we assume for contradiction
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that the number of missing edges w.h.p. is at most k|B1|. Since Conditions (i) and

(ii) of Lemma 3.1 tell us that 0 < |B1| ≤ |
k⋃
i=1

Bi| ≤ δpnk, our hypothesis implies that

the number of missing edges is at most kδpnk. (9)

We call a pair of vertices {u, v} a bad pair if u and v belong to the same part Ai

and are covered by an edge of F . For distinct vertices u and v, call the pair {u, v}
sparse if the co-degree of u and v in F is at most c

8k(k−1)
pnk−2, otherwise, call {u, v}

dense. For the sparse pairs, we derive the following claim.

Claim 3.1 If we have a set C = {x, y1, . . . , yk} ⊆ V (G), which contains at least one

edge d = {y1, . . . , yk} in F , then at least one pair of vertices {u, v} from
(
C
2

)
\
(
d
2

)
is sparse, i.e., at least one of {x, yi} for 1 ≤ i ≤ k is sparse. Moreover, if there is

an edge e ∈ F , such that x ∈ e and e ∩ d = {y1}, then at least one of {x, yi} for

2 ≤ i ≤ k is sparse.

Proof. For the first part, we assume on the contrary that there is no sparse pair

in
(
C
2

)
\
(
d
2

)
. Consider the pair {x, y1}; since it is not sparse, there are more than

c
8k(k−1)

pnk−2 edges containing {x, y1}. Note that among those edges, there are at

most
k−2∑
i=1

(
k−1
i

)(
n−(k+1)
k−2−i

)
edges containing vertices in {y2, . . . , yk}. We claim that

c

8k(k − 1)
pnk−2 −

k−2∑
i=1

(
k − 1

i

)(
n− (k + 1)

k − 2− i

)
> 1. (10)

In fact, for k ≥ 4 and sufficiently large n,

k−2∑
i=1

(
k − 1

i

)(
n− (k + 1)

k − 2− i

)
= (k − 1)

(
n− (k + 1)

k − 3

)
+O(nk−4) <

2(k − 1)

(k − 3)!
nk−3.

Therefore,

c

8k(k − 1)
pnk−2 −

k−2∑
i=1

(
k − 1

i

)(
n− (k + 1)

k − 2− i

)
>

4(k + 1)3

k
nk−3 − 2(k − 1)

(k − 3)!
nk−3 > 1.

For k = 3, we have
k−2∑
i=1

(
k−1
i

)(
n−(k+1)
k−2−i

)
= 2. So

c

8k(k − 1)
pnk−2 −

k−2∑
i=1

(
k − 1

i

)(
n− (k + 1)

k − 2− i

)
>

c

8k(k − 1)
K(log n)γ − 2 > 1.

From (10), we can select an edge e1 containing {x, y1}, and disjoint with {y2, . . . , yk}.
Repeat that process, suppose we have found edges e1, e2, . . . , et (1 ≤ t < k) such that
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{x, yi} ⊆ ei for 1 ≤ i ≤ t, (ei ∩ ej) \ {x} = ∅ for any i 6= j, and {yt+1, yt+2, . . . , yk} ∩
t⋃
i=1

ei = ∅. Let M denote the number of vertices in

(
t⋃
i=1

ei

)
∪d, then M < k(k−1)+1.

We claim that
c

8k(k − 1)
pnk−2 −

k−2∑
i=1

(
M

i

)(
n−M
k − 2− i

)
> 1. (11)

Indeed, since M < k(k − 1) + 1, for k ≥ 4 and sufficiently large n,

k−2∑
i=1

(
M

i

)(
n−M
k − 2− i

)
= M

(
n−M
k − 3

)
+O(nk−4) <

2M

(k − 3)!
nk−3.

Hence,

c

8k(k − 1)
pnk−2 −

k−2∑
i=1

(
M

i

)(
n−M
k − 2− i

)
>

4(k + 1)3

k
nk−3 − 2M

(k − 3)!
nk−3 > 1.

For k = 3, we have
k−2∑
i=1

(
M
i

)(
n−M
k−2−i

)
= M . So

c

8k(k − 1)
pnk−2 −

k−2∑
i=1

(
M

i

)(
n−M
k − 2− i

)
>

c

8k(k − 1)
K(log n)γ −M > 1.

Note that {x, yt+1} is not sparse, by (11), we can select an edge et+1 such that

{x, yi} ⊆ ei for 1 ≤ i ≤ t+1, (ei∩ej)\{x} = ∅ for any i 6= j, and {yt+2, yt+3, . . . , yk}∩
t+1⋃
i=1

ei = ∅. That implies we can greedily build a copy of Fank in F with the center x.

For the second part, since e∩ d = {y1}, let e1 = e in the procedure above, we can

still greedily build a copy of Fank in F . �

Let W consist of vertices which are incident to at least cnk−1p missing edges. We

have w.h.p.

|W | ≤ c1n, (12)

for otherwise, we encounter at least c1n·cnk−1p
k

> kδpnk, a contradiction to (9).

Claim 3.2 If {v0, v1} is a bad pair, then w.h.p. {v0, v1} intersects W .

Proof. Since {v0, v1} is a bad pair, we have {v0, v1} ⊆ Ai for some i ∈ [k]. Assume

without loss of generality that v0, v1 ∈ A1 and are covered by edge e. Consider any

edge of G of the form {v1, v2, . . . , vk} where for every 2 ≤ i ≤ k, vi ∈ Ai \ e. By

Claim 3.1 with C = {v0, v1, . . . , vk} and d = {v1, . . . , vk}, either at least one pair

{v0, vj} with j 6= 1 is sparse or the k-tuple {v1, v2, . . . , vk} is missing. From Lemma

11



2.1, the number of choices of such k-tuple {v1, v2, . . . , vk} is w.h.p. at least 1
2

(
n
k

)k−1
p.

If the latter case occurs at least half of the time, then w.h.p. v1 belongs to at least
1
4

(
n
k

)k−1
p > cnk−1p missing edges. That implies v1 ∈ W . So let us suppose that

the former case occurs at least half of the time. Let u 6= v1 be a vertex belonging

to a k-tuple we chose above, such that {v0, u} is a sparse pair. By Lemma 2.1, with

probability at most 2e−cε(
n
k )

k−2
p, {v0, u} appears in at least 2

(
n
k

)k−2
p k-tuples. Since

the number of choices of u is less than n, with the union bound we derive that, with

probability at least 1 − n · 2e−cε(
n
k )

k−2
p, every sparse pair {v0, vj} appears at most

2
(
n
k

)k−2
p times. By the definition of p, 1 − n · 2e−cε(

n
k )

k−2
p = 1 − o(1) for k ≥ 3,

so we obtain that every sparse pair {v0, vj} w.h.p. appears at most 2
(
n
k

)k−2
p times.

Hence v0 is in at least
1
4(nk )

k−1
p

2(nk )
k−2

p
= n

8k
sparse pairs.

In fact, those sparse pairs yield many missing edges. For any sparse pair {v0, vj},
the number of crossing edges containing v0 and vj in F is at most c

8k(k−1)
pnk−2. From

Lemma 2.1 and the union bound, the number of crossing edges containing v0 and vj

in G[Π] is w.h.p. at least 1
2

(
n
k

)k−2
p. Hence, the number of missing edges containing

v0 and vj is w.h.p. at least 1
2

(
n
k

)k−2
p− c

8k(k−1)
pnk−2 ≥ 1

4

(
n
k

)k−2
p. On the other hand,

any such missing edge contains at most k − 1 such sparse pairs {v0, vi}. It follows

that v0 belongs to at least

n
8k
· 1

4

(
n
k

)k−2
p

k − 1
≥ cnk−1p

missing edges, that implies v0 belongs to W . �

From the definition of W , we get that the number of missing edges is at least
1
k
|W |cnk−1p. Combining with our hypothesis that w.h.p. there are at most k|B1|

missing edges, we obtain that |B1| ≥ 1
k2
|W |cnk−1p. For any edge e in B1 such that

x ∈ A1 ∩ e, there are at most k − 1 ways to choose a bad pair {x, y} ⊂ e. Then by

Claim 3.2, there exists a vertex x such that

x ∈ W ∩ A1 belonging to at least |B1|
(k−1)|W | ≥

1
k2(k−1)

cnk−1p edges in B1. (13)

Note that each of such edges contains some vertex in A1 \ {x}.
Let Y1 consist of those y ∈ A1, such that {x, y} is a bad pair. Let Z1 ⊆ Y1 be the

set of vertices z for which {x, z} is dense. Since |Y1 \Z1| ≤ |A1|, the number of edges

in B1 containing x and some vertex of Y1 \ Z1 is w.h.p. at most

n

k
· c

8k(k − 1)
pnk−2 <

1

2k2(k − 1)
cnk−1p.

12



Thus, the number of edges in B1 containing x and some vertex of Z1 is w.h.p. at least
1

2k2(k−1)
cnk−1p. For any z ∈ Z1, by Lemma 2.1 and the union bound, the number of

edges in B1 containing x and z is w.h.p. at most 2
(
n−2
k−2

)
p < 2

(
n
k−2

)
p < 2nk−2p. Thus,

w.h.p.

|Z1| ≥
1

2k2(k−1)
cnk−1p

2nk−2p
=

1

4k2(k − 1)
cn > c′n.

Let Zi consist of those z ∈ Ai for which {x, z} is dense, 2 ≤ i ≤ k. If |Zi| ≥
c′n for every 2 ≤ i ≤ k, then by Lemma 2.1 there are w.h.p. at least 1

2
(c′n)kp

k-tuples {z1, z2, . . . , zk} in G with zj ∈ Zj for 1 ≤ j ≤ k. And every such k-tuple

{z1, z2, . . . , zk} is a missing edge by Claim 3.1. So we obtain at least 1
2
(c′n)kp > kδnkp

missing edges, a contradiction.

Therefore we assume without loss of generality that |Z2| < c′n. Thus, w.h.p. there

are less than n
k

c
8k(k−1)

pnk−2 + 2c′n · nk−2p = 4c′nk−1p edges in F containing x and

intersecting A2.

Let us consider partition Π′ obtained from Π by moving x from A1 to A2. If

e ∈ F [Π] \ F [Π′], we call it a crossing edge we lose; if e ∈ F [Π′] \ F [Π], we call it a

crossing edge we gain. By the above arguments, we lose less than 4c′nk−1p crossing

edges. Note that Π was chosen to maximize F [Π], so

we must gain fewer than 4c′nk−1p crossing edges. (14)

However, we will show that it is not the case, thus obtain a contradiction.

If there are at least 2c1n
k−1p edges f containing x such that f \ {x} intersects

some part Ai, i ∈ [k], in at least two vertices, then this creates at least 2c1n
2p bad

pairs (since each bad pair appears in at most
(
n
k−3

)
< nk−3 such edges f). By Claim

3.2, those bad pairs in turn force W to have size at least 2c1np (since every vertex

in W belongs to less than n bad pairs). Therefore we obtain a contradiction to (12).

So let us assume otherwise. That is, there are less than 2c1n
k−1p edges f containing

x such that f \ {x} intersects some part Ai, i ∈ [k], in at least two vertices. Recall

that we have proved w.h.p. there are less than 4c′nk−1p edges in F containing x and

intersecting A2, combining with (13), we have that w.h.p. there are at least

1

k2(k − 1)
cnk−1p− 4c′nk−1p− 2c1n

k−1p > 4c′nk−1p

edges h in F containing x, disjoint with A2, and satisfying |h ∩ (Ai \ {x})| = 1 and

|h ∩ Aj| ≤ 1 for 3 ≤ j ≤ k, which contradicts (14). Thus we complete the proof.
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[21] B. Nagle, V. Rödl, M. Schacht, The counting lemma for regular k-uniform hy-

pergraphs, Random Struct. Algor. 28 (2006), 113–179.

[22] S. Norin, L. Yepremyan, Turán number of generalized triangles, J. Combin.

Theory (A) 146 (2017), 312–343.

[23] O. Pikhurko, An exact Turán result for the generalized triangle, Combinatorica

28 (2008), 187–208.

[24] W. Samotij, Stability results for random discrete structures, Random Struct.

Algor. 44 (2014), 269–289.

[25] M. Schacht, Extremal results for random discrete structures, Ann. of Math. 184

(2016), 331–363.

15



[26] J. B. Shearer, A new construction for cancellative families of sets, Electronic J.

Combin. 3 (1996), #R15.

[27] A.F. Sidorenko, The maximal number of edges in a homogeneous hypergraph

containing no prohibited subgraphs, Math Notes 41 (1987), 247–259.

[28] T. Tao, A variant of the hypergraph removal lemma, J. Combin. Theory Ser A

113 (2006), 1257–1280.

Appendix A Proof of Theorem 1.4

We need some more notation and definitions before the derivation of Theorem

1.4. In the sequel, we employ the notation and definitions used by Samotij in [24].

Given a hypergraph H, for a set U ⊆ V (H), we write H[U ] to denote the subhy-

pergraph of H induced by U , i.e., the hypergraph on the vertex set U whose edges

are all the edges of H that are fully contained in U .

We use the notational convention that the sequences are denoted by boldface

letters, e.g., p stands for (pn), that is, the sequence p : N→ [0, 1] indexed by the set

of natural numbers. The only exception is that, due to typesetting limitations, the

sequence (Bn) will be denoted by B.

Definition A.1 [24] Let H = (Hn)n∈N be a sequence of k-uniform hypergraphs, let

α be a positive real number, and let B = (Bn)n∈N, where Bn is a family of subsets of

V (Hn). We say that H is (α,B)-stable if for every positive δ, there exist positive ε and

N such that for every n with n ≥ N and every U ⊆ V (Hn) with |U | ≥ (α−ε)|V (Hn)|,
we have either |Hn[U ]| ≥ ε|Hn| or |U \B| ≤ δ|V (Hn)| for some B ∈ Bn.

For a hypergraph H, a vertex v ∈ V (H), and a set U ⊆ V (H), let degi(v, U)

denote the number of edges of H containing v and at least i vertices in U \{v}. More

precisely, let

degi(v, U) = |{e ∈ H : v ∈ e and |e ∩ (U \ {v})| ≥ i}|.

For q ∈ [0, 1], let µi(H, q) denote the expected value of the sum of squares of such

degrees over all v ∈ V (H) with U replaced by the q-random subset Vq of V (H),

namely,

µi(H, q) = E

 ∑
v∈V (H)

deg2
i (v, Vq)

 .
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Definition A.2 [24] Let H be a sequence of k-uniform hypergraphs, let p be a se-

quence of probabilities, and let K be a positive constant. We say that H is (K,p)-

bounded if for every i ∈ {0, . . . , k − 1}, there exists an N such that for every n with

n ≥ N and every q ∈ [0, 1] with q ≥ pn, we have

µi(Hn, q) ≤ Kq2i |Hn|2

|V (Hn)|
.

The following transference theorem is the key tool to prove Theorem 1.4.

Theorem A.1 [Theorem 3.4 in [24]] Let H = (Hn)n∈N be a sequence of k-uniform

hypergraphs be a sequence of k-uniform hypergraphs, let α be a positive real number,

and let B = (Bn)n∈N, where Bn is a family of subsets of V (Hn), and suppose that

H is (α,B)-stable. Furthermore, let K be a positive real and let p be a sequence of

probabilities such that pkn|Hn| → ∞ as n → ∞, H is (K,p)-bounded, and |Bn| =

exp(o(pn|V (Hn)|)). Then for every positive δ, there exist positive ξ, b, C, and N such

that for every n with n ≥ N and every q satisfying Cpn ≤ q ≤ 1, the following

holds with probability at least 1− exp(−bq|V (Hn)|): Every subset W ⊆ V (Hn)q with

|W | ≥ (α− ξ)q|V (Hn)| that satisfies |W \B| ≥ δq|V (Hn)| for every B ∈ Bn satisfies

|H[W ]| ≥ ξqk|Hn| > 0.

By Theorem 1.2, we can easily obtain the following stability result on Fank.

Theorem A.2 For every positive constant δ, there exists a positive constant ε such

that the following holds: For every k-uniform hypergraph with at least
(
π(Fank)− ε

) (
n
k

)
edges that does not contain Fank, there exists a partition of [n] into sets V1, V2, . . .Vk

such that all but at most δnk edges have one point in each Vi.

We also need the following result obtained by Gowers [14], Nagle, Rödl, and Schacht

[21], and Tao [28].

Theorem A.3 [Theorem 2.5 in [24]] For an arbitrary k-uniform hypergraph H and

any positive constant δ, there exists a positive constant ε such that every k-uniform

hypergraph on n vertices with at most εnv(H) copies of H may be made H-free by

removing from it at most δnk edges.

Proof Theorem 1.4. For an application of Theorem A.1, we consider the sequence

of e(Fank)-uniform hypergraphs H = (Hn = (Vn, En))n∈N where Vn = E(Kk
n) (i.e.

the set of edges of Kk
n), and the edges of En correspond to copies of Fank in Kk

n.

Moreover, we set pn = n−1/mk(Fank) and α = π(Fank). Let Bn be the family of edge

sets of all complete k-partite k-uniform hypergraphs on the vertex set [n]. Observe
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that if the assumptions of Theorem A.1 are satisfied, then we can immediately derive

Theorem 1.4 by applying Theorem A.1. Thus, in order to complete the proof, we

verify the following assumptions of Theorem A.1.

(a) H is (α,B)-stable.

(b) pkn|Hn| → ∞ as n→∞.

(c) H is (K,p)-bounded.

(d) |Bn| = exp(o(pn|V (Hn)|)).
For any constant δ∗, let εA.2(δ∗) equal ε obtained by applying Theorem A.2 with

δ = δ∗, and let εA.3(δ∗) equal ε obtained by applying Theorem A.3 with δ = δ∗.

(a) Fix a positive δ, let δ′′ = δ
3k!

, ε′ = εA.2(δ′′), δ′ = min{δ′′, ε′/2} and ε =

min{ε′/2, εA.3(δ′)}. Let G be a subhypergraph of Kk
n with at least (α − ε)

(
n
k

)
edges

that cannot be made k-partite by removing from it δ
(
n
k

)
edges. We claim that it

contains at least εnv(Fank) copies of Fank. Indeed, if it did not, then by Theorem

A.3, removing at most δ′nk edges from G would make it into a Fank-free k-uniform

hypergraph G. Since such G would still have at least ex(n,Fank)− (ε+ δ′)nk edges,

by Theorem A.2, it could be made k-partite by removing from it some further δ′′nk

edges. Hence, G could be made k-partite by removing at most 2δ′′nk edges, which is

fewer than δ
(
n
k

)
edges, contradicting our assumption. Therefore, (a) is verified.

(b) Since e(Fank)−1

v(Fank)−k = k
(k−1)2

, we have

mk(Fank) ≥ k

(k − 1)2
>

1

k − 1
. (15)

Note that pkn|Hn| ≥ pkn
(

n
v(Fank)

)
= Ω

(
nk(k−1)+1

n1/mk(Fan
k)

)
, combining with (15), we obtain that

pkn|Hn| → ∞ as n→∞.

(c) Schacht in [25] proved that for every k-uniform hypergraph F with at least

one vertex contained in at least two edges, H is (K,p∗)-bounded for some K ≥ 1,

where p∗n = n−1/mk(F ). Here we include the proof (when F is Fank) for completeness.

Observe that Hn is a regular hypergraph with
(
n
k

)
vertices and every vertex is

contained in Θ(nv(Fank)−k) edges and |En| = Θ(nv(Fank)). We will show that for

q ≥ n−1/mk(Fank) and i = 1, 2, . . . , e(Fank)− 1 we have

µi(Hn, q) = E

[∑
v∈Vn

deg2
i (v, Vn,q)

]
=
∑
v∈Vn

E
[
deg2

i (v, Vn,q)
]

= O

(
q2i |En|2

|Vn|

)
.

Recall the definition of H, every v ∈ Vn corresponds to an edge e(v) in Kk
n. Therefore,

the number E
[
deg2

i (v, Vn,q)
]

is the expected number of pairs (F1, F2) of copies F1 and

F2 of Fank in Kk
n satisfying e(v) ∈ E(F1)∩E(F2) and both copies F1 and F2 have at
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least i edges in E(Gk(n, q)\{e(v)}. Summing over all such pairs F1 and F2 we obtain

E
[
deg2

i (v, Vn,q)
]
≤

∑
F1,F2:e(v)∈E(F1)∩E(F2)

|E(F1)∩E(F2)|−1∑
j=0

q2i−j

= O

 ∑
F1,F2:e(v)∈E(F1)∩E(F2)

q2i−(|E(F1)∩E(F2)|−1)

 (16)

since q ≤ 1. Furthermore,

∑
F1,F2:e(v)∈E(F1)∩E(F2)

q2i−(|E(F1)∩E(F2)|−1) = O

 ∑
J :e(v)∈E(J)

n2v(Fank)−2v(J)q2i−(e(J)−1)

 ,

(17)

where the sum on the right-hand side is indexed all hypergraphs J ⊆ Kk
n which

contain e(v) and which are isomorphic to a subhypergraph of Fank. It follows from

the definition of mk(Fank) and q ≥ n−1/mk(Fank) that nv(J)qe(J) = Ω(qnk). Combining

this with (16) and (17) we obtain

E
[
deg2

i (v, Vn,q)
]

= O

 ∑
J :e(v)∈E(J)

n2v(Fank)−2v(J)q2i−(e(J)−1)


= O

 ∑
J :e(v)∈E(J)

n2v(Fank)−v(J)−kq2i

 .

Moreover, since v(J) ≥ k we have

E
[
deg2

i (v, Vn,q)
]

= O

 ∑
J :e(v)∈E(J)

n2v(Fank)−2kq2i

 ,

consequently,

µi(Hn, q) =
∑
v∈Vn

O
(
n2v(Fank)−2kq2i

)
= O

(
n2v(Fank)−2kq2i

)
= O

(
q2i |En|2

|Vn|

)
Thus completes the verification of (c).

(d) Note that

|Bn| ≤ kn = exp(n log k), (18)

and

pn|V (Hn)| = pn

(
n

k

)
. (19)
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Moreover, we have
n log k

pn
(
n
k

) = O

(
1

nk−1−1/mk(Fank)

)
,

which approaches 0 as n → ∞ by (15). Combining (18) and (19), we have that

|Bn| = exp(o(pn|V (Hn)|)). And we conclude the proof of Theorem 1.4.
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